Exercise 4

Parallel MHD at the NCSA

Astronomy G9001, Mac Low

In this exercise, we will run some MHD exercises, culminating in a parallel, three-dimensional run at the NCSA, using the new accounts.  Try to reuse code from previous exercises as much as possible.

1. Take the 1D shock tube used in Exercise 2, and turn on a perpendicular magnetic field.  This involves several steps:

· Copy the setup block shock.aa to some new file like mhdshock.ac
· In the new setup block, define the macros MHD, MOC, HSMOC to turn on the current best version of the method of characteristics.

· Set values of the initial magnetic field components in namelist pgen (look at the definition of the namelist in chgshk). 

· The MOC algorithm uses EMFs at the boundary rather than directly using magnetic field components.  Although the option exists to set field values at the boundary and have the code compute the EMFs, it is somewhat fragile (and requires inserting a call to bsetmag into the setup routine.)  Better to directly set the EMF boundary variables emf1iib1, etc.  Each component takes the value of that component of v ( B in the boundary zone. These values have to be consistent (div B = 0) with the values on the grid.

2. Compute shocks with Mach number M = v/cs = 5 and MA = v/vA = (0.5, 2, 5).  Compare the compression ratios to the values predicted by the perpendicular shock jump condition I gave in the lecture.  (Another source for this is Shu’s The Physics of Astrophysics, Vol. II, Gas Dynamics).

3. Now let us move to the NCSA.  You should have your account information – if not ask me for it.  

· Please do not forget to mail in the acknowledgment of the rules that they request. 

· Documentation for NCSA machines can be found at www.ncsa.uiuc.edu.  In particular, following the Getting Started tab on the left hand side will lead to introductory pages, including a Jump Start for new users

·  Pay particular attention to file systems (“all about file systems”) and how to run batch jobs on the Origin 2000 (“running jobs”). Learn about the mass storage system, UniTree and the queue system.  Although details will differ at different supercomputer centers, the basic ideas will recur.

· On the O2000, the compiler names and library locations for ZEUS are different.  I have prepared a new zcomp-ncsa file that includes all this information, which is in a new directory at Columbia, ~mordecai/z3-template-ncsa, along with an EDITOR executable for the NCSA and other files.  You should probably scp the entire directory to your account on modi4.ncsa.uiuc.edu.

4. First let us exercise parallel runs interactively.  (You are only allowed to run for one CPU hour in any interactive session, with 15 minutes per process, but that will suffice for a quick test.  If it is not enough, follow the directions below for setting up a batch job.)  

· Set up a 642 blast wave in uniform density in ZRP coordinates, just as in last week’s exercise.  

· Turn on the magnetic field (just as in part 1).  The one additional note is that the reflecting boundary condition on the z-axis now should invert 3-components of field and velocity (think about azimuthal flow around the axis).  To do this, use nijb=-1 rather than +1.  (Check out the comments in subroutine nmlsts for in zeus34 for more discussion of this, and many other topics – they are a very good resource.)

· Set the field so that plasma β = Pth / Pmag = 1.
· First compile with parallelization off, and run it for some reasonable amount of time (e.g. until the blast hits the edge of the grid.)  Visualize the results, and describe qualitatively in terms of different shock MHD types. Note the wall-clock run time and CPU usage (look in the log file zl01ac.)

· Now turn on parallelization, by setting IUTASK = 1 in zcomp, and recompiling.  (It may help to delete all the preprocessed .f files in zeus3.4 to get it to recompile.)

· The default number of processors for parallel runs on the O2000 is 8, which is a good number for ZEUS-3D.  It can be changed by setting the environment variable MP_SET_NUMTHREADS: for example setenv MP_SET_NUMTHREADS 4
· Now run the same problem again, and note the wall-clock and CPU times.  How much benefit have you gained from running on 8 processors rather than one?  

5. Finally, we will try a parallel batch run.

· set up a three-dimensional blast wave in XYZ coordinates

· use a stratified medium with a magnetic field running in the direction perpendicular to the stratification, as it would in the galaxy. Choose β = 0.5, a relatively strong field.  

· Use the same code that you used for the stratified blast wave last time, but with the correct component of the B-field turned on now.

· Set boundaries to regular reflecting at the inner boundaries (compute 1/8 of the whole cube, with the origin at one corner), and outflow at the outer edges

· To run in the batch queues, you need a script that sets up and cleans up the job when the run is executed.  I have included a sample script runac in the Columbia directory. It must be modified for your run.

· Specifically, you must put in the details of:

1.  where in mass storage you want to keep executable, input files, and results from the run.

2. How long you want the run to go: estimate from the 2D run, and give an extra 10% for cleanup time at the end of the run.  Note that you can specify a cpu time limit using ttotal and tsave in namelist pcon. (ttotal-tsave gives cpu time in seconds of main process before ZEUS will shut down.)

3. How much memory you need: use the size command to find out how big the executable is, and request an extra 10%

· To submit the job, use the bsub command.  To check its status, use bjobs, and to delete a job submitted in error, use bkill.  See the documentation on all these commands on the NCSA web site, linked to the Quick Start page. Before you submit the job, you must store your executable and input file to the directory you have chosen on the mass storage system. (See the sample submission file runac.)

· You may want to try a few cycles in a debug queue before submitting the whole job, just to make sure that everything is set up right.

· When the job runs (may take hours or even a day to work through the queue, depending on how busy the system is – don’t try this on Sunday night before Monday class!), examine the output by downloading it from the mass storage system.  How does the stratification interact with the magnetic field to shape the blast wave?  Show cuts through the blast parallel to and perpendicular to the field and the stratification.

