Exercise 5

Introduction to Flashcode

Astronomy G9001, Mac Low

· This exercise introduces a second code, developed by the ASCI Flash Center at the University of Chicago.  It is an adaptive mesh refinement code written in more modern fashion than ZEUS, with a higher-order hydro solver and a number of other physics and algorithmic options.

· The first step to using it is to register with the Flash Center at flash.uchicago.edu.  You will need to download and print out the license and fax a signed copy to them before being given the password to download a copy.  This will take a day or so, so do this early. 

· Once you’ve got a copy of the code, unpack the tar file at the NCSA (you may want to store the tar file to the MSS first.)  The User’s Guide is in the docs subdirectory.  It is long – over 200 pages – but for now you can just print out the first 30 pages, giving the quick start instructions, which we will work through in this exercise.  Read through those sections.

· The setup program already knows about modi4, so the simplest test of a blast wave should compile as described in section 2.2, except for one change: HDF5 has been updated since the Makefile in the Flash 2.2 distribution was written, so check source/sites/modi4.ncsa.uiuc.edu/Makefile.h to see if it uses version 5-1.4.4.  If so, update it to 5-1.4.5 in the definition of the variable HDF5_PATH .  Compile, first using setup, then gmake (compiling in parallel on modi4 will speed things up, as described). A number of warnings will be displayed in some routines, but none seem to be fatal.

· In order to run, LD_LIBRARY_PATH must include the HDF5 library directory.  This can be accomplished using the following command:    setenv LD_LIBRARY_PATH ${LD_LIBRARY_PATH}:/afs/.ncsa.uiuc.edu/packages/hdf5/5-1.4.5-irix64pp/lib
· Setup a run directory beneath the main directory, and copy object/flash2 and object/flash.par there.  Try running in interactive mode in that directory using mpirun –np 8 flash2. Note the run time.
· Six checkpoint files will result.  Copy one of them back to Columbia for analysis.
· Set the environment variables at Columbia in order to run the IDL analysis tool. You may want to put these in your .tcshrc file to avoid having to reissue them every time, or in a little xflash setup file.  The manual gives an incomplete version in the quickstart guide.  The correct commands at Columbia (noting that I’ve installed the tools and HDF 5 in my directory there) are: 
· setenv XFLASH_DIR ~mordecai/fidlr2 

· setenv IDL_DIR /nfs/idl_5.6/idl_5.6/external 

· setenv IDL_PATH ${XFLASH_DIR}:${IDL_DIR}:${IDL_DIR}/lib

· setenv LD_LIBRARY_PATH ~mordecai/hdf5/5-1.4.5-sol2.7-64/lib:${LD_LIBRARY_PATH}

· Then you should be able to run xflash in IDL, and follow the instructions in the manual to visualize the results.  Use xv to grab an image of the block structure overlaid on the log of density as the first result for this exercise.
· Now try reducing the number of levels of refinement to 3 by editing flash.par (not only do you need to change the number of levels, but also you should increase the size of the initial sphere and change the job name I two places).  Rerun the job, again noting runtime.
· Compare the results, paying attention to: quality of solution, difference in runtime, expected difference in runtime for uniform grids with equivalent resolution. (Note that this is all in 2D).
